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Abstract—Sound source separation is inevitable in the field
of Animal Language Processing in terms of analyzing a target
animal sound from a sound mixture collected from a record in
noisy natural environments. An evaluation is a crucial step in
determining whether the performance meets the requirements
for conducting the specific task. In this paper, several metrics
for sound separation are reviewed, expecting the enhancement
of the knowledge about the metrics and further own ability to
decide which metrics are suitable for the task, especially animal
vocal separation.

Index Terms—Animal language processing, audio source sep-
aration, evaluation metrics.

I. INTRODUCTION

Languages have been considered as a unique trait of hu-
mans, further sometimes the evidence of the intelligence. In
the early stage of the languages, it is presumed that their
primitives were started from a mean of alerting dangers to
other humans in their groups, if predators came, for instance.
This simple method to deliver information to others became
so advanced that oral transmissions and records have been laid
the foundation of the human intelligence.

With those human-centric perspectives on languages, recent
books and studies [1]–[3] have started to move a regard into
animals, breaking a new ground Animal Language Processing
(ALP). Since no structural languages from animals are found,
these studies mostly relied on the vocalization of the animals,
somewhat contextual situations as well.

Noting that an assumption that designed environments like
a laboratory at indoor can not draw out whole languages of
animals is existed, however, the collection of clean audios
which only a target animal is recorded is extremly hard,
leading to the need of the animal vocal separation.

Especially, for example, while data collection approaches
using Sound Event Detection (SED) are able to guarantee only
a target vocalization is emerged on a range of an audio, a few
overlapped vocalizations should be cut and abandoned, even
if they were continuous sounds from the target.

A task, audio source separation, is consequently important
in the field of ALP. In this paper, objective measurements [4]
related to the task will be introduced;

• Signal-to-Distortion Ratio (SDR)
• Scale Invariant Signal-to-Distortion Ratio (SI-SDR)

II. METRICS

A. SDR

The definition of SDR has been changed over the years [5],
after it firstly proposed in [6]. The current widely used formula
[7], same as Signal-to-Noise Ratio (SNR), is defined as:

SDR = 10 · log10
(
‖s‖2

‖s− ŝ‖2

)
(1)

where s is the target signal and ŝ is the estimated signal.
Although the SDR is still used and reported, Le Roux et

al., [4] pointed out that the metric is sensitive to the scale of
the ŝ which might not be the desired behavior in the Sound
Source Separation task.

B. SI-SDR

Fig. 1. Illustration of SI-SDR [4]

SI-SDR is proposed to overcome the limitation of SDR. A
mixture x is composed by s and n, where s is the target signal
and n is the noise. In a vector space, s and n construct their
own orthogonal spaces. With the following formula, the SI-
SDR is able to measure the robust metric without the scale
variance.

SI-SDR = 10 · log10
(

‖s‖2

‖s− βŝ‖2

)
(2)

for β = s ⊥ s− βŝ

= 10 · log10
(
‖αs‖2

‖αs− ŝ‖2

)
(3)

for α = argminα‖αs− ŝ‖2



C. Other Metrics

While other metrics like Signal-to-Artifacts Ratio (SAR)
and Signal-to-Interference Ratio (SIR) were also proposed in
[6], since they are able to be derived from SDR, those are not
widely used.
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